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User Host Computer @ digit ﬂ_ﬁm

1F TensorFlow

Job Scheduling Dataset, Source code

Resource Monitoring

POD (Z1H|0|L)

NVIDIA Device Plugin (KubernetesOfl Al GPU

Kubernetes

NVIDIA Container Toolkit
(ZAH0[LH0]l GPU SHEF Al ALE) NVSM pleeY
[ |
Docker (Z4E0]1 &) (GPUSHEE) (GPUSHEE)

DGX Servers
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Prometheus (monitoring)

2HXY)

1T

Ansible (

HEMNY

Node : 1CH O] 4H(GPU 171 0| 4h)

OS :ubuntu 16.04 0|4}
RAM : 8GB O] 4}
DISK : 128GB 0|4}

GPU : CUDA X| 2 5! NVIDIA Driver %] E4=

74 2z EY 0]

Linux Ubuntu 16.04

pyCaffe 0.15.14

Nvidia Graphic Driver 410.48 Python 2.7
Docker 18.03 NumPy 1.16.3
Nvidia-Docker 2.03 SciPy 0.17.0

JDK 8.0 Keras 2.2.4

Tensorflow 1.12.0 GPU version Pyyaml 5.1

CUDA 9.0 HDF5 1.8.11 and h5py 2.6.0
cuDNN v7 DIGITS 6.1.0
GCC 54.0 pyCaffe 0.15.14
BLAS via ATLAS 3.10.1, MKL Python 2.7
Boost >= 1.58 NumPy 1.16.3
Protobuf 3.2.0, glog 0.3.3-1, gflags SciPy 0.17.0

2.0-1, hdf5 1.8.11
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T ATZE9 0]

Operation System
Virtual Machine

ubuntu® <Invibia

Sva @

AN AZELY

Linux Ubuntu 16.04
Nvidia Graphic Driver 410.48
Docker 18.03

Nvidia-Docker 2.03

MElA 29 BAE FOIM HIE, Hasts 2T HEolL 7|2

GPU AL 2 ¢

ot Nvidia-docker

- docker - =

JDK 8.0 XtHt OfE2|AH 0| M S FH517| 2ot S EAUE FdaL
Tensorflow 1.12.0 GPU version

Tensorflow
CUDA 9.0

1T 71 ST Yoide Sl A 2toj=aa
cuDNN v7
TensorFlow

GCC 540
BLAS via ATLAS 3.10.1, MKL

Caffe
Boost >= 1.58

BHYA 20 DEJIE T8 Hd =g YA
C affe Protobuf 3.2.0, glog 0.3.3-1, gflags 2.0-1, hdf5 1.9.11 B SHE e ded 2y

pvCaffe 0.15.14
Keras 2.2.4

Keras
Pvvaml 5.1 Tensorflow, TheanoE I3t E2{'d 20222

Keras

HDF5 1.8.11 and h5py 2.6.0

DIGITS <A NVIDIA. DIGITS 6.1.0 Held 22 Ego|dS ot & ¥
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GPU Cluster 2 L|E{ &

& Y%7t GPUMH 2| HEHE B0l Eel

- J2fZel HO|S2 JEIZ A HEjet £ Y O

v GPU 2 AEQ| EE S2{AH / MH /GPUER ZLEHT HIS
GPU Summary

Gl{Used / Created) GPUs(Used / Installed) Containers In Use

Projects GPU Temperature Avarage(°C) GPU Utilization Avarage(%) GPU MEM Utilization Avarage(%)
4/7 1/6 2 1 36.75°C 0% 0%
Server Information
0-19%: ) 20~ 39%: 40~ 59%: 60~79%: 80 ~ 99%: @) 100%: Unused GPU : O
2] " 192.168.2.21/gpu-a100 & [?] U@ M 192.168.1.32/s0l1-nvidia =) [?] U @ e 192.168.1.37/xxx &
MIG
31°C
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_J 0 b LO gS © Docker Image Request DataSet Request Source Code Request Container Request

Project Name @ User ID Image Type GPU Request Time Start Time End Time Status @ Actions
Horovod_test admin iilab/nvidia_e Multi 2 2021-01-1211:43:25 2021-01-1211:43:23 2021-01-13 11:43:23 (ORI SRR ORI
test02 user2 tensorflow/tensorflow Single 1 2021-01-12 11:44:20 2021-01-12 11:44:19 2021-01-1311:44:19 @ =
test04 userl tensorflow/tensorflow Single 1 2021-01-1211:44:47 2021-01-12 11:44:46 2021-01-13 11:44:46 @® [GRRIS
test-namespace-04 user2 xiilab/nvidia_e:latest Multi 2 2021-01-12 10:20:53 2021-01-12 10:19:62 2021-01-13 10:19:52 @ =

ITmayarr -6 - XI "abmwa&l



02.

ITmayarr

ExI XISl Al2E EA 2|ZE N2
=1 O = o O o — o
& GPU / MY 7 AL8XHE A8 =&
o = [= =]
2 |-H=| I-.Q.El: x=
v GPU / MY 7 AI8XHE AL E F&
9 o
Export Resource Data CPU (%) RAM (%)
»
Server GPU User
“ 12.5
M 44y e Ry © e » B
185
All All Start time End time (-] 12 - R ~ o ~ o
@ soll-nvidia @ cpU 150 e 7w w0 1800 o G0 s 6@ w6 e ms na v
. . Dec 25,2000
e @ RaM 2020/11/20 11:50 2021/01/12 11:50
¥ DISK Read — sotniga ———
¥ DISK Write
¥ Network Read
¥ Network write DISK Read (Byte) DISK Write (Byte)
207
sasser .
Server Host Time CPU (%) RAM (%) DISK Read (Byte) DISK Write (Byte) Network Read (Byte) Network Write (Byte) e
2o
solt-nvidia 2020-12-28 18:10:00 216 187 1,215,729,287,168 2,060,840,527,872 217,463,721,588 283,984,726,493 e - e  oetm o v e - s o - -
oee 25,200
sol1-nvidia 2020-12-28 18:04:00 32 188 1,215,729,287,168 2,060,640,487,424 217,343,983 640 283,948,494,574 s e
sol-nvidia 2020-12-2818:03:00 185 189 1,215,729,287,168 2,060,211,980,288 217,342,270,613 283,948,169,750
Network Read (Byte) Network Write (Byte)
sol-nvidia 2020-12-28 17:57:00 18 18.1 1,215,729,270,784 2,060,180,047,872 217,205,051,858 283,903,881,762
208 ’
sol-nvidia 2020-12-28 17:56:00 35 18.2 1,215,729,270,784 2,060,171,864,064 217,196,287,444 283,899,180,885 s
e
sol-nvidia 2020-12-28 17:55:00 22 18.2 1,215,729,270,784 2,060,163,450,880 217,185,022,211 283,893,322,625 o w18
ma
sol-nvidia 2020-12-28 17:54:00 32 18.2 1,215,729,270,784 2,060,153,743,360 217,173,584,707 283,887,372,538 08
1500 15100 70 o e 2000 5 ww  ew mw mw o we s ww
oec 26, 2020
sol-nvidia 2020-12-28 17:53:00 76 18.4 1,215,729,270,784 2,060,147,640,320 217,162,231,782 283,881,495,167

— selL-ngie

— seirnvgie

Xlllabuow



Multi Tenancy, Job Scheduling &2|

© ofe] HExtoA SR Y B#A M3 @ =S GPUXIY S E83t0] Held Y 2AAEFY M3 O LRt Fshs +2| GPURIA S & ot Hald
g
Bad 280| #5& Docker Containerg 0|& GPU Xt 22 At5/+3 HE 75 T Sho /=4 GpU S X[
GPU At¥ 2| 8BNS SH= WY 7ts

v 43/ EE|LE X[J

A
$0

Project Name

2
Use
. %
Project name v
Horovod_test
Multi node @ ‘ 7

ITmaya'r

| GPURLE 2 7t5

Container Request (Step. 1) Container Request (Step. 2)
o GPU* @

Search

Host Name

sol1-nvidia

sol1-nvidia

XXX

Nvidia Docker2 0| &3%}0 GPUAIY S & Eot Container A4
A
o

GPU name

TITAN Xp #0
TITAN Xp #1

GeForce GTX 980 Ti #0
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Multi Node & Multi GPU 7|5 H2

@ E42| Nodel| GPUE SA| Al 75

»  Hovrovod FrameworkE O|&3}0] &4t3t& (Distributed training) X|&

v Multi Node & GPU &% 7t

Container Request (Step. 2) Multi_Node_Test001

&

Multi_Node_Test001 uyunids master: GPU 3% GPUMEM 2%

. . uyunias_master N M 0 o uyuni3s_master -
Used Rsgulié Container Information -
uni3s_master
Container Name uyuni35_master — -
Start time End time uyuni3s worker
2019-10-1814:26 @ 2019-10-1914:26 @ Image Name wiilab/nvidia_e:ib
GPU
Container IP 192.168.2.11
10 Search 2019-10-18 14:41:10.0
2019-10-18 14:41:10.
Host name Used GPU 978
Checked Host Name GPU name
Used GPU GPU#0D, GPUAT, GPU#2  GPU#3 , GPU#4 , GPU#S
de GPU#6, GPU#7
v dgx1 Tesla V100-5XM2-16GB #0
dgx2 GPU#0 , GPUF1
v dgx1 Tesla V100-SXM2-16GB #1
Descript Container Port Host Port Execute
v dgx1 Tesla V100-5XM2-16GB #2
Port Information tensorboard 6006 10023 [ > e |
v dgx1 Tesla V100-SXM2-16GB #3
uovier 8888 10024 R

2[‘19—‘1[‘—1314 41:10.0
- 2| [ |[#]|[s|[s]]> Password bTTeq 2018-10-18 14:41:10.0
a

2019-10-18 14:41:10.0

Interpolated bash -c‘mpirun -np 2 -H dgx1:8 dgx2:1 -bind-to none -map-by slot -x NCCL_DEBUG=INFO -x NCCL_IB_DISABLE

Close “ Close
Container Monitoring Save Container Close

ITmaya'" 9- Xlllabeos



& WEX7L 2ol Ty BF S FH5HK 21 Had

2 2 4 © Chyst Hay ZHYYAE 0|80 Yald +4
« W= H0| #=5El Docker ImageS O|-83}10] Container 244 - EHEld =37 EX|E Docker Images S F=7t 7ts : Docker Hub, NGC
- XA EE DY

3 E X|Y¥8t= Docker Image X Sample Project RHO|E

=2 Y3t £0| AXIEl Docker ImageE O|-&510| Container *4°d

(o] E M = ol i
Cley Ty delaet £0] HX|El Docker ImageE 0| 83}0{ Container 44
= e
horovod_test x Docker Image Information m
Image Name Image Tag Image Type Image Repository User D Authority Status @ Option
uyuni157_master -
iilab/nvidia_e latest Multi manual admin public [ comeuere | Delete Modity
Container Information —
tensorflow/tensorl 24.0-gouupyteru E=3 Deiete || madty
Container Name uyuni157_master Add Image ——
xiilab/horovod 0 21;;;54 U]t:_'(‘::ili'om | compiee | Delete Madity
Image Name xiilab/nvidia_e:190717 e Image Repository @ * EAE B4 Y™ —
Local Directory (@) Manual
Container IP 192.168.1.32 Authority @
® Public Group Private
Image Type @
Host name Used GPU
Multi node (Horovod £ Distributed Training® A 2/3}= 010|%| S Al X&) -
Used GPU soll-nvidia GPU#0, GPU#1
Image Name™ @
soll-nvidia-2 GPU#0, GPU#

ImageTag @

xiilab/nvidia_e latest

Execute Option ©
Descript Container Port Host Port Execute
Ports @
jupyter 8888 10005 m
Port Information Port Descript Execute Add
ssh 22 10004
8388 jupyter jupyter notebook r4 x
w00 -~ = . B s
/root/DIGITS-
EErms YaiZT 5000 digit 6.1.0/digits- = x
devserver
bash -¢ 'mpirun —-verbose -np 4 -H 192.168.1.32:2,192.168.1.34:2 -mca btl_tcp_if_exclude
Interpolated

docker0lo,docker_gwbridge -mca plm_rsh_args "-p SHOROVOD_PORT" python3
/horovod_examples/keras_mnist_advanced.py'

ITmayarr
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Summary Resource Monitoring Admin Config

Logout

B8 DashBoard

Job Log Docker ImageRequest  DataSetRequest  Saurce Code Request
Job Seheduler I
Horovod test
[ Start Date

End Date Status Actions
Container Informati uyunin_master -
Hor entainer information 4019-09-09 10:49:29 2019-09-10 10:49:29 O ~ > v ox
Container Name uyuni1_master |
Horovod_test punid master: GPU 0% GPUMEM 0%
Image Mame wiilab/nvidia_e:1 30717
Container IP 92.168.1.32 ~ >* D D Uk smaster N
Host nam Horovod_test wpanid_master; GPU 0% GPUMEM 0%
Used GPU
~ > 0 0o
soll-v100
9-09-09 10:55:17.
2019-09-09 10:55:17.0
Descript CPU Used MEM Used
Port Information ‘ot . T
Password WSSAG
Interpolated bash ¢ 'mpirun -np 2 -H 152
DISK Used NETWORK Used

< Hide Menu

ITmayarr
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O Ctget AEHO|AE 0| 5t0] HWaSHA HEd =& A HF

- AEO|'E, TensorBoard, Jupyter notebook, DIGITSE X| &

v Argument Y3 v WEB Code Editor

Container Request (Step. 6)

o D gamodes keras_ranist_advanced py % setuppy X
— 0 st B
Job Creation — D Docerfiecpu "Cannot detect 1 MALDW 1s encbled in MNet. Plea
— @ seuppy E_MKLDNN=1 if MKLDNN is enabled in your Miiet
— D LcENSE i
. .
Job Creation oo
— O buildkite
D roowden return 05.environ. get( MINET_USE_MKLDWN', "0") == '1°
D Dockerfieestopy 37~ else:
Container Manual Mode Create a container without running the source code. {03 horovod as
-~ [ docker-compose testymi mClibs = mx.libinfo.find_lib_pathQ
D Dockerfile.gpu 41~ for m_lib in mx_libs:
. — b output = subprocess. check_output(['reagelf’, ‘-d', m 1ib])
Source Code Repository horovod_examples ~ «| Horovod — D) Jenkinsfie ppchdie - if “sklénn’ in st-(output):
— D horovodids return True
return False
- D Dockerfiletest gou il except Exception
-Oe print(nsq) . o
Source Code Name python2z ~ examples/keras_mnist_advanced.py Show Code Editor D gthub return os.environ. get{"MNET_USE D', "97) = °1
— D clang-format
[ momcE ~ def is_m_cudo0):
oy
— O rEDvESs from munet import runtine
* NCCLDEBUG=INFO e [ examples features = runtise.FeaturesQ )
- return feotures.is_enabled( (UDA")
D resdthegocsymi ~ except Exception:
— D) build-docker-images sh - if ‘L’ in sys.platforn:
x LD_LIBRARY_PATH @ — D gagnore 7 ey -
— D CODE OF CONDUCT.md mlibs = mx.libinfo. find_Lib_path(
~— D CONTRBUTING.md 3 for mC_Lib in me_libs:
Ot output = subprocess. check_output(['readelf’, "-d", m_1ib])
E PATH H 3~ if “cuda’ in str(output):
Argument * e v e
s return False
6~ ‘except Exception:
-meca plm_rsh_args "-p $HORCWOD PORT" °
Close:
Add Argument

ITmayarr -12 - XI "abmwm



NVIDIA A100 Multi Instance GPU 7|5 X| €

& MIG 7|52 S6ll NVIDIA A100 GPU 1 7HE 7 712 GPU NT Al 75
« MEZ& MIG(Multi-Instance-GPU) 7|52 &3l NVIDIA A100 GPUE Z|CH 7 74| 7HE GPU QIAEHA R 2350 ALET 5= QS LT
« UyunidiMe= 7 712 2 & GPUQ| 7t43tE K| IFHLICE
« Aol MM Al Profile ME{ Jhs8tL|CE,

ilny
mgt
ojo

g v Zig|o|{ MM A| MEHSE GPU Instance ProfileS HIES 2 GPU QIAEIA ot gt

HI

v NVIDIA A100 GPUE =|CH 7 7H2| 7HE GPU QUARIAR

Create GPU Instance Container Request (Step. 2)

GPU to create instance o

V| A100-5XM4-40GB #6 A100-SXM4-40GB #7
Used Require

A100-5XM4-40GB #&
8 memory, 7 compute . .
Start time @ End time

4 memory, 3compute 2020-11-12 17:20 2020-11-1317:20

4 memory, 4 compute

4 memory, 3 compute 4 memory, 3 compute "
GPU™ @
2 memory, 2 compute 2 memory, 2 compute 2 memory, 2 compute N/A 1

1memory, 1 1 memory, 1 1 memory, 1 1memory, 1 1 memory, 1 1 memory, 1 1 memory, 1 N/A
compute compute compute compute compute compute compute Prnfile* 2]

1g.58b %

I + Create I | ® Cancel
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